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dcast Britain, with an audi

b among the world’s mos u OFfs. ss@Ciatio nis Professionals

( feattres over 60 professional t in unpri y year, drawing immense

numbers of spectator; W};’S i t k Bjokovic in the 2013 Wimbledon final was
3 d e year in a

t ed with the expansion of n
bas eniis betting volume in recen . i i
illion traded on Betfair, theawo iy be exgha
cutate tenni§mateh prediction algorithms.

well as academic interest, has fue the
i i hierarchical stBucture, with a match being co
i eS8y W are composed of individual pgings.
[ Z fi
3 3 t i
L ies of t

ets, which

expressions

diction take advantage of thi

1 om historical data available online, we

h hierarchical models, and Knqtten

t

es of winning a point on serve usi al W ponents
e t as ting\ fi e players having
AL . exténded the Common-Opponent
2 ¢ ning omserve ent sets, challenging the iid assumption
00) el player’s performance varies over the cou t ch.
Knottenbelt Pmodel and Madurska’s Set-By-Set model a rrent he-
art, claiming investment of 6.8% and 19.6%, respectively, n putiint petition with

the betting market on matches in the 2011 WTA
While elegant, this mathematicalg@ppro not p . ng the quality of players using
ethod\is unable to act upon the more subtle factors tha
mple, a player’s susceptibility to a p i

only a single va er

contribute to t cd 3 T

strategy (e.g., at > ¢ time since their last injury, or accumulatedgfa’

matches would onl irectly affect match prediction. Furtherm eristic
i C T
i TO

and allowin

arti
rom
a
(location, weather conditions, etc.) would have no effe e ailability
of an immense amount of diverse historica to tennis prediction

the match result, ¢ T ples. A supervised ML algorith

these examples to inl )

Despite machine lea iéion prebl e ap-

proach seems to have had little attention in com 1 chigal approaches. Most

past attempts made use of logisti Cla fit a logistic regression

model to the difference jastihe Al m i 3 ers for predicting the outcome of a set. A
!Klaasen and Magnus [12] sho w er independent nor identically distributed. However, they find that

deviations from iid are smallfa ing assumption often provides good approximations.
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simulation then was run to predict the result of ral fille urna 1998 and 1999, producing
reasonable results. Ma, Liu and Tan sed™logi ression with N§Jvariables related to character-
istics of the players and, the i a re orithm, Somboonphokkaphan
ifici u e
edond

trained an asfifici al ne ( tch surface and several features of both players
(wa g 1)
a

first ségve, s ve, return, break poi .) [@s training parameters. The
of about 75% in predicti CEB Slam tournaments in

i t pligabili achine'learning methods to the prediction of

. byyde approach for extracting, a sgf of relevant features
: pter|3). Next, we train a logistic regressi constructed dataset

rthér improvement, we trai ighen=or o istic regression with

features and an artificial neur in er e then\evaluate the performance
AP ma pl ing the years 2013-2014, using

G at our most profitable machime learning model

T
i t, an"fmprovement of approxim 0 rfthe current state-
. is shows that a machine ingfappro is i th pursuing. We
our work in Chaﬂ
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Tennis is a, u

can b ainst a single opponent (singlé§) or between
tw S). r simplicity, we will focu; 1 singles tennis
mE
At int 1n a match, one of the play e et eTver, e other is the receiver.
S a g
engito

The players stand on oppesite®idgs of the area with a net stretched across its
sed in ments, including clay, grass, d. After a

3 3 er
legal i > i ey have two attempts), the playe t ting, the ball, until
eventul g the , earning a point. (We omit et t nn for brevity,
the offi les®are published online by the is ati

n
A game consists of a seque with € g. The first player to win at least four
points and at lea pponent wins the

in the se cTge

e reaches 40-40, this is called a deyce. i
the next peé & ecause winning another poi il respalt wi .
After eachiga the"players alternate at serving. The lager to Win/at leastisix games and at least
two more i g Ho [ i% ore T es 626, ost tournaments,
i i ich 1 t\pl

€.

S e won at least seven points and at

least two m sGhe set. YA matéh is won when a player wins the majorit

specified nu

(this depends on the tournament).
Professional menstake place 11 months of the year, and are 1 the Al ati nnis
Professionals P) and the Women’s Tennis Assogiati ) e d sgtournaments,
c hefresults off ATP* matches. This will
v jor<ali 1on is the additional possibility

respectively. We will further restrict owr f@fus onl

impose no loss of generali n g d nce th

of best-of-five B , @ jolmoteccur i women’s professional tennis.

2.2 The Tennis Dataset ‘ V \E J ‘
2 Tenn ebsites

atpworldtour.com provide

matdhes and statistics related to player
in particular matche

e
S as Pennis-data.co.uk, provide historical 1
form (CSV or Excel { omplex datasets with a longer historical d
are available for purchase online. One such dataset is p ou ste
provide the basis for data used througho t. On h ul vertb00 thousand ATP
. e

o
matches since 1990, of which o and ude beffing o summarises the most

1Official Rules of Tennis.
2yww.oncourt . info

WWteMom/officiat ing/rulebooks/rules-of-tennis.aspx
-
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Table 2.1: OnCo

me
Date of birth
Co ir
P o)
ing points T tihe
K er time

T
ace
Location (country, lat/lo
a
coteline)
maone
0 0O Malrath , Pinnacle)
B( ) Per-match stats_for
Dou
nforced errors
Percentage of points won T
Percentage ofgpeint [ nd e
entag? G s ts_wo
i
reak Points (won, total)
et approaches (won, total
Total poin V
( e
ce

F
e

erag >
rage seeond s D
‘ 5 d arathonbet, Pinnacle) ‘ t ’
h Einc des per-

Some data which may be relevant for tennis modelli o
set statistics for players and the detai i
for some matches by s
tournaments, d
including the lo
the management

nt. This can be obtained

how matc OSECSS i y-
2 as £1% e.com. It is worth noting that for many
S rityais captured through HawkEye ball-tracking technelog
ball ‘8 players at any point in the match. However, thi
chind the ATP and is not licensed to third i V \
et at -
sible {fo bet onla

There are two main fen tting: pre-game and in-game, wi e disti

game bets cannot be d after the game commences. Furthermonempi usua. s

variety of factors, such as the winner of the match, the sco & e et nu ames,

etc. We will focus on pre-game bets on inner/of the ! thiS bet type are most
aluation of the performance of our

available historically, allowing T, mprel
model against the betting

2.3 Tennis Betting

-+

w0

Bets on tennis matches be ed either with bookmakers or on betting exchanges. Traditional
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bookmakers (e.g., Pinnacle Sports) set odds for t iffe uteomes ch, and a bettor competes
against the bookmakers. In the case ti xchamges (eng.,\Betfair){gust@mers can bet against odds
set by other customers._The h ec e earn a risk-free profit by charging
a commissi efchPet ma

Qﬂg dds and Impli il \ E W,

C ce
; e 0

retur t
rectly predict a player for whom t

itiorr'to their staked amount, whichmis
lose their stake of £1. This loss resul
ain S as u
> pétition a st the
ability of the outcome of atdhl, the Bookm imate of the true
: for a player Winnﬁ implied pEobabili he win is:
2.1

2.3 g Strategies
ethods of

Given the betting oddsfa
a different

2 cted pr ilitylo utcome, a bettor has variou
decidi an ‘ i0) S in a befd Needless to say, different strategi 1
return . 11 ®onsider three different strategiesgfor é¥a he ili
model. i ring, define: v

om\€orrectly predicting the outcome of an event.
/1, they will receive
bettor mis-predicts
is called the return
easuring the performance of
istorical betting market has been

$; = amoun e On play:
bettor q probability offplayer ¢ winning
B eived when betting on player 4 te d
pii plied _ : ilitv o playePR ated n odds X/Y

1. Betti ;

In theB\ bettor always stakes a fixed amount g on th whic ect

to win:

oREV
. 0.

2. Betting QA etter odds

A bettor m o8 eir returns by only betting a fixed amount m t

an edge ov e bookmakers, i.e., their probability estimaate, of playerii n greateg|th

ategya
ate, f risk¥of the bet.

the probability implied by the betting od volds g on the
predicted winner when the odd
; > piimplied
otherwise \
3. Betting on the predicted winne i e Ke R‘ -

In the previous s ] 3 ed a nt on®a bet if they believed they had an
i2 ~ helKe

edge, regardless o criterion, described by John Kelly in 1956 [11],
can be used to de
perform better th

other essentially different betting strategy in the long run. The bettor

Download More Sports Betting Books at: www.bettingbooks.org



DOWNLOAD FULL VERSION HERE: https://bettingbooks.org/17

Machine Learning for the Prediction of Professional Tennis Matches Michal Sipko

now bets a fraction of a maximum bet size edict ifithey believe they have an
edge:

’ or N i'mplied

i p;
0;
ra , the maximum bet siz ten a fragtion of theWbettor’'s ®ank¥oll, and therefore varies
over time, dependingron t h tor’Siprevious . For model evaluation, we fix ¢
: hat all ¢ t lly to the overall return on i

estment, regardless

T.

a rategies, a bet is never boeth\pl le the first strategy
every match (provided tha a ro ty 18 nl xadtly (°5), for the latter two
bet t @ n \a match.

> opEVIEW

r ten d

m!
n withfsuch m@del$*will be used for the evaluationgof ur model, and
of¥Gheir fundamental concepts. V \E

poinE in teinis are approximately in

ierarchical stochastic expressions based

Klaas d M dfindentically
distri (i 1 glallows us to assume that for a i ayed_du match, the
point i rther\@ssume e know the

P t bability that player

not depend on any of the prey, .
probab of each player winning a point ir .
A wins a point on their sesye, a he pr it ns a point on their serve. Using
a -Winning propabiliti€s, we"can formulate a Markov chain ing the
an! tweenidi nt s a state
in tt te'of the system

b
en@e of statesl If we take the different scores
ates to be probabilities of a point being

in a game. Hig 2 ; hefVlarkov chain for a game diagrammatically, e ing.
Assuming th¢ due id assump ions
representing the win of a point by player A have thi a/ a tr ion8\r the loss
of a point happen with probabilit;

As described in Seetion 4 has a hierarchieal structure, with sets being composed of
games, and a m@tch S ditienal Markov chains are constructed in i

modelling the pra

a similag faghio
ebreakers, sets and matches. For example, i elo
there would be tweg@Wt-going transitions from each non-terminal stat 1 h the abilities
the player winning and losing a single set. Diagrams for PR sc e f .
Based on the idea o fennis matches with Markov chains, bo t 1
O’Malley have déveloped hierarchical expressions for pa ar pla;
an entire tennis match.
ining a

. @ bl e on their serve Py,m. using the

Barnett and Clark exp he w
following recursive defi 4
Pg Y :p'Pgame(m""lay)"’_(l_p)‘PQGME(xay+1) (2‘2)
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The boundary values are defined as follows:

Pg =
Py, Y —x>2
2
p
O O o) g E:N
n the above, p is the prgpabili ing oinfl o r serve, and x and y represent
the number of gg@ints by pla A tively. This expression clearly corresponds to the
i e igure
futther define a similar expregsi r tlle \SetiWammin ility, based on the
s of players winning individual iven b at d¥or tiebreakers (which also
depend on the serve-winni S e players). \Einal match-winning probability can
be expressed in . i d ons. The all-important realigation is that the
i he pr

% % ¢ ning "probability is depende\E abilities of both
s z : V
ae S WiIPREieS
Gi e Q both players winning a point on their servi use chical expres-
sio by Barnebt” and Clark (described in_Secti ndit atchswinnihg probability.
The ion remains of how to estimat e i abiliti matches that have not
t St

d e ating these probabilities from

yet been played. Barnett andy€l g
historical play ti
i = aib; + (1 —a;)c
B f (1—a) V \E (2.3)
gi = agpd; gy, ) €;
Where: R
f poinks won on serve for player ¢
entage of points won on retur e
= first serve percenta,
= a stiserve T players)
percemtage ofiplayer ¢
efye

percentage of player 4

i second service return pgei W »
Now, for a match between e can eSfimate
a point on their réspedtively, using the following equation:

fABth+(fi_fav)_(gj_gav) W
Where:
= g ntag ints wollon se ol
] offpoitits womn on serve (across all players)
e 2 fage of points won on return (acro; e \

2.4.4 Current State-of-the- PR
Current state-of-the-arfiiteini i el§lare®based on the hierarchical stochastic expressions
i 0 e

described in the previo ﬁ 1t adapted the way the serve-winning probabilities
of players are calculated ore being supplied to the Barnett formulas. Instead of finding historical

ament
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averages of statistics for the players across all o

e pla ormance against common
opponents is considered. The modifi Ve ni abilifies moré@cciately reflect the quality of
two players if they haye hist i t average Opp . Madurska further modified

~-Oppo 0 for Wifferent serve-winning
d assumiption §© cover only points and g

obabilities in different
s the model to account

to $8t. T 0 ponent and Set-by-Set
) u compefiti ith the betting market
m Opponl odel was also tested on a larger
oV

2173 ATP matches played during 2011. We

atches in the 2011 A G 1
and more divekse ety gener 1l 0
ill Q 3 on-Opponentimodel as a reference for the at our model.
3 achine Learnin %EV \E
e 8 Tends w
ing 18 a field of artificial intelli ( a i* ithms ‘Which learn from data.
A¥stpervised machine learning system e of inferringt@/fun@bion from a set of labelled training
examples, a mple i aif) comsi f an input vector and the desired output
e

where
In istorical tennis data can be rnith tral amples. For a
par m , the input vector can ¢ i re; he fmal d the players, and the
output value can be the outco em ction of relevant féatures is one of challenges of the
learningalgorithm: described further in Section

e in performance from

.,
@)
@]
-+
o
oo
R
2
=
(oW
=
©w
(@)
X
)

i

construction o

Differe exist to solve different types of, 18ms. proach the
tennis :

1. AS"a regression problem, in which t “valu T may represent the

match-winning probadpili ly, but inpi robabilities are unknown for historical

e valu@§ for training example labels (e.g., 1 for_ma n, 0 for
¢ redict the probabilities of the pl on their
3 i s or O’Malley’s hierarchj n‘o th tehs winning

2. As a binary classificati , in R t to¥classify matches into either a
‘winning Sing . e classification \@lgortthms, such as logistic regression (described

in Sect b1 | ).5! 50 @i elme e of the certainty of an instance belongin i

3 C .

ning probability.

We now presémt several machine learning algorithms_whi eleither a\li to_te
prediction in the past, or are expected to, pregduce y the auth
2.5.2 Logi % 10
Despite its name tic regression is in fact a classification algorit ettie he logis
function are central to the algorithm. The logistic funcgi ( S:
1
+e

OK (2.
As can be seen in logistic function maps real-valued i V\E
ity.

values between 0 and™; allowing for its output to be inter
A logistic regression model for match predi@®

ts of a r of i Nia ures x = (L1, T2, ,Tn)
and a vector of n + 1 1 d = (89, 51, - . To make a prediction using
the model, we first proj efisionat feature space to a real number:

z = PBo+ prx1 + Baza + - 4 Buxn
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Figure 2.2: Logistic function o () Figmre FI&W predicting a won match
1, (g

. < A K i

P
@,
|
2
B
v,
™
. f\_‘\_
P 4‘
> <

S

26 i 5 02 04 06 _ 08 1
O Predicted propabi
ap z to a value in the accepta of pr it\O 1) usiag the logistic function
défified in equation
_ 2.6
K Z) b Y
Th i Q e | consists of optimising the S t he gives the best
rep ionof match outcomes for thedmaini a is ne imising the logistic loss
function (equation , whicly gifies a @ e e \error_of Ghe el in predicting outcomes of
matches used ai
1
L(p) = —x 2_pilo 1‘195-5 lo Yi (2.7)
i=1
Where:
er @b training matches

p; = predicted probability of a win j
y; = actual outcome fo i
Figure [2.3] due a single match for different predicted probabili#i
\ A Wi Gt

—~

S t
assuming th ¢ deviation from the most correct pre
penalised.

Depending o e number of training examples, t t of H\( inimising the
logistic loss) is chosen:
1. stochastic gradig er iterative meéthod suitable to large datasets
2. maximu i a numerical approximation, cannot deal with larg S
Most published sed a logi
outcome

odels make use of logistic regression. d

regression model to the difference in the ATP rating poj TS edigti

of a set. In other words, they used a 1-di si@hal fe rankdiff), and optimised 3, so
; 4 .

redicti T ata. The parameter By was
o ' of 0'8hould result in a match-winning probabii

0.5. Instead of pred i irectly, Clark and Dyte opted to predi
probability and run a 1 ili
the dataset. The model was used to predict the result of
producing reasonable results (no precise fi

dity

gl1resyern € acc

Ma, Liu and Tan [15] 16 va:
skills and performance, andl mabeh characteristics.
matches occurring betw ang d was used to make training recommendations to players

(e.g., “more training in r
10
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Logistic regression is attractive in the context of teanis ic or of training, resistance to
overfitting (described in Section all ire ing a matchswinhing probability. However,
without additional modificatidii, T6@ann o) m relatio between the input features.
2 @i ural*Networks w

n cial neural network is a T cMur s'humsPired by biological neurons. Each

iclilc
j > acycliglgr A

rom i thew be passed as an input to other neurons. A
irecte

k G). ANNs are typically gtrudbured to have several
non*input layer being connect eurous e previous layer. A
1s illustrated in Figure
iggite 2.4 r feed-for neural network
put Hidden
er layerEV a

WOrk welgh EmYes its inputs and their weights

positign method 1s a non-linear weighted sum:

\AE VY
7 the ne -trtvial problems using only a
small number of neuron It defined in equatio is one of several sigmoid functions
commonly used \is purpase

Match prediction be by passing the values of player and ma

tch ure h ro
input layer and propagating values through the network. If agdeg ctivagion fuetion is used, t
aréimanyydi training
ut

output of the network can represent the match-winnin a
algorithms, which aim to optimise the york’'sfweights crate ts for a set of training
es gral

e
wimi> , where w; is the

rithm ent descent to reduce the mean-squate
¢ puts.

Somboonphokkapha: aimeld” o three-layer feed-forward ANN for m iction \wi e bagk-
propagation algorithm™ Several different networks with di S i ea w i and
compared. The best-performing network had 2Winput nod ing features\@f both players and
the match, and had an average a a u o in predicting e

s of matches in the 2007
ANNSs can detect complé W 810)0 ween the various features of the match. However, they have a
“black box” nature, mean at the trained network gives us no additional understanding of the system,

11
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[ ) and therefore necessitate
deve 1s highlyg/empirical, and the selection of
the hyperparameters of the d d Ol equires a trial and error approach.
However, d it ess in “men dy expériment, this approach isgelearly deserves further

i ti w

.0 Support Vector i V \E
Suppg eCt aehi VMs)§just like th er machine learning
D e ) Is. A1 SVM is built by mappin S t space, and finding
[ hyperplane which separates i t e S ch they are labelled
o XD
i ac

a large amount of training data. Als

ibed in this section,

Bb ¢, these can be the ‘wi te n n example, such as a future

match, can then be mappe classi ding to which side of the margin it
falls on.

st of i omapply’ s to tennis match
i av onte stly, the training never results
i cal minimum, as is frequent wi 0 cal form ANNSs in prediction
accuracy, especially yih i
SVMs 0 els®end to be difficult to

les is high. However, the training time

for co re.
2.5 ine Learning Chal e EV \
Overfitting K

As deses @ i aYeonsiderable amount of histo

ical dat@ is\available training of
ef ®d above. However, it is impo otmote that ffhe Performanca of players in an
g match will need to be estimated ir m es. ent matches on the
3 s accu r t cted performance of the players. For
a

suffers fro lack of data. The lack of data often fesults in

§ model describes random error i h stead of
(18 shi NNs are particularly prone to , espegial he e\aumber of

i gsfrieurons is large relative to the n
To overcome the overfitting preble the mi e a f métches will be used for training.

The process by whi elected\is called feattire selection, for which various algorithms
exist. Rem r al§e. improve training times.

Hyperpara er optimisation EV \E
i a TS, \Su
n

The training of a model optim el par weights in an ANN. However,
models commo
the number of
hyperparameters

N The process of arriving at optimal hyper 0
tends to be empi . The traditional algorithmic approach, gri r haus
through a pre-defined hyperparameter space. succ ¢ T i delfwi
careful selection of hyperparameters. K P

e hich ot learned and must be provided. For exampl
number of neurons in each layer are some of

12
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Q‘ni atch Repr oﬂv \ ‘ | J ‘
A supervisedamachifi€ leai gorith qUITes a elled examples for traini
te €q c mpleféorresponds to a single historical
of :
1 ector of input features (X), e hl ra tic layérs and the match
Y pondin| th he match
3 sedito predict the outcome of a futur t 0 the set of
for the match. V"
3.1.1 Match Outceme esenPRE
@ gles®tennis match, and are labelled ‘w 2. The
a a
1, a; W‘ v 3
0, layer 1
Incomplete B T

1)
ining, so no other outcome is possibl EW
3.1.2 Symmetric Match FeaturegRep nEV \

%

Any effective tepani sider\he characteristics of both players participating i

a match. Conse s for each variable of interest, one for e

construct a feat ﬂ taking the difference between these two values. For_exanmipléjc
model based only®®n the ATP ranks of the two players. In_this cd8e; we rul
RANK = RANK; — RANK,, where RANK; and RA ] 3 pl 1

of the match, respectively. Clarke an 1 : ifferencé as the

An alternative way T
for each player) as t t
independent features

hierarchical model (Sectd
probabilities of the two

13
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An important advantage of using the differences i i agfeaturasi possibility of a symmetric
model. We define a symmetric model e raduge an identicaliimatch outcome prediction,
o r 1 Was

even if the labels of the r 2 and vice versa). An asymmetric
model may., due, to\noi portance to a feature for Plager 1 than for Player 2,

diff edicti depénding on the labelling o e or example, a logistic
) mode a higher absolute weigh R t to We avoid any bias by
i11g ANK feature, representi h .
sing variable differeacesfifls feat @ al e\umber of feat®resS, reducing the variance of the model
(the 1’s i small vartati ning dataset). This helps pr@vent overfitting (see
62 Historical ra REV \
e cribed how the variables repres githe quali two players are
i ¢ 0 /fea . Although some values of vaui ) as th ks he&players, are easily
ore a match, others mu es d d e per ce%of the players in their
For ex , a pl @ s S return\yarieS from match to match. In order
agieat ing the\difterenge ayers’ average winning omn retflirn percentage
ches of the players to find their av e n tlrn percentages
D) t take their difference. illastrat t ing on return
e aces per game would be_esti f a June §j20M™. An identical
an, re; i t mated from the previous
¢ simila; ulatio ponent, and take the differ
atu training. Note that we average over all pri ing i
¢ 3 performtance than if we had only uged t S .
Nk i i e g past

in th ,

0.2
0. 19 014-03-16
0. 3 2014-03-26
0.3 0.10 2014-04-20

0.31

yerSihas several shortcomings.

against more di S ulting estimates will be biased towards Player

We discuss a me

Furthermore, nai storical averaging overlooks the fact th t a\player’ at

equally relevant in predicting their performance. We ¢ iy S ki eighte ges, and
giving a higher weight to past match hi thin e r predicting the upcoming
match. Sections [3.2:2 and S p es to détermining W

3.2.1 Commo ts

eights. ’
The simple averaging of player per 1 pa: C sctibedain the Lvious section
is biased if two players have ha ponents. Knofiten proposed a method for

a fair comparison of pl b onents. Although the technique was developed
as a means of estimati 3 nning percentages of players for use in a hierarchical
¢

Markov model, the sam

14
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(t ay both players have played
n,Vand find thel average performance of both
et ance values for each player across

ates for an upcoming match are based on the

First, a set of common opponents of the two pla
against). Next, we take each com nt
players against the common o 1 av
all common eppo

In thi , estl1
r bothiplayer:

Figure eQes ate the winning on return pergenta, wQ D ng their
nt yex 1, WRP; (C§) is their
n ne need to average

common e common opponents are labe
average winining on return percentage in all mal
these values to obtain an esti fi pla

¢
o WRP;(C))
! n
Finally, we construct the WRP feature by taking t (iREMeS o players (as
- 2

discussed in Section [3.2)):
= WR
We can perform p to find the other match features. Clearl

accurate only if iem*mumber of common opponents exists for t ay|

3.2.2 Time Discounting P R
There are many fac ‘ % er's per ance over time. In general, a pl ’s
improves as they ga angthia perience in the first part of thei ndila es
to the physiological e of ageing, as shown in Figure j ayalso have allong-te
ve or e pl €

impact on a player’s performance, as well as eyens/ in th y and

Nettle |8] found that professional tennis T a sig t dec king points during the
year after their marria,

Although many of these
accurately reflect their ¢ than older matches. For example, the matches that a 35-year-old

15
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Figure 3.2: Tenais Tl‘ ‘rvesw
T |

0.3 : :

— Men

O ( —  Women
0.2
B 0.1 —

0.0 - -

—-0.1 |- 4

P
Cumulative Performance

—03 1 1 1 1
15 20 25 30 35 40

Age

r -_— -
Q “ ‘ - Source: SBNabionkeom
a; in the past year are likely to yi t‘ estimat performlance than matches
) vi e

o
n, ingWighe to more recent matches
a

pl
pl

S nential function:

ay their 20s. We reflect thisgasing 0

when estimating featu e n the

O W (t) = min(f*, W (3.2)
Where:
time et IS)
iscount factor

The disco ctor / can be any real number betwe nd\de r:‘&na ituele of the
effect of time discounting. If f is small, gider m ey little significalice” Figure [3.3] shows the
A en ad t factanp o s used. Due to the min function in
: : . re assigned the same weight. Otherwise, very recent mag@hes

t
g welghts™ Note that the discount factor is a_hy etér in the
1 (see Section [2.5.5). E

&clay, ard, grass, etc.), each having a differ i

Tennis is playe

on the bounce o fastest surface, while clay is the slowest, al
in between. A pl ikely to perform differently depending on ho risti
affect their playing style. An analysis of the highest B

that players’ performances are affected by gihef@ourt .
relationships between players’ fo ss diffe su ample, if a player’s optimal
surface is grass, the li hardicourt than clay.
Clearly, for predicti 2 on a particular surface, a player’ matches e
surface will be more ative than those on other surfaces. A sgimiii iscounting, assighila

, We cafycon

aing

weight to past matches, depending on their surface. dn the o y past
matches played on the same surface as e are (¢
is's

S

t1 em a weight of 1
and giving all other ma fer to urface weighting strategy as splitting
by surface. The dra fage 18%hat 1t significantly reduces the amount of data
used for estimating the . For example, it is likely that two players have no common

opponents on grass, sinc tournaments use this surface.

16
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Figure 3.3: Time dis%nt'.u‘ti‘ E z =0
e (
T T T T

1.0

o
)

Match weight W (t)
=
i~

Lz <

0 2 4 6 8 10

We ch However, the
sea t can use/the¥dataset to find
the ¢éotrelations in player per . r player, we can find the
percentage of matches s/6ac career. For every pair of surfaces (a, b),
we th cn@ : w

Where

Qg f matches won by player 7 on surface
percentage of matches won by n su \

es w n surface a
tag@lo won on surface b

es won on surface a

an entage of matches won on surface b

n = number of players
Computing Equation o1 ' ces on matichashi e years 2004 - 2010 (our training
set) yields the c 1 re We can see that all correlations are positive, i.e
a player that te unfaee’ will also tend to win on another, but perhaps n
findings support Its. For example, there is a much higher ¢ tio
on grass and hard"Courts than between grass and clay courts.
As correlation is a measure of dependence betweén two e usedjto provide the weights
for past matches when esti ing fe@ture upcoming magch: er to this as weighting by
surface correlati is 3 % S a larger amount of historical data than splititi

mdre aécurate comparison of players. Further i

surface, and could t ofe,
optimisation process, alues in the correlation matrix dirﬁe 1l e

17
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Figure 3.4: Correlation matrix of play ‘r‘maIWsurfaces
RE Hard Clay Indoor Grass

Hard

y Indoor Grass
Clay
i 5 1.00 Indoor

ighti c in\Sections \and resp.) assign weights to
omputing estimate eir performance in an_upceming match. The
7 t
a

h respect to
y is useful for

> , es be used to give a measurgs o ce
g ates and consequently t features.
prior to training and for ini v co ¢ ch Gutcome prediction.
The “calculation is slightly diftere depepo et we us€ the mon opponent approach or

not, and we deggeibe below

3.3.IB| n or Simple Averagi V EW
To find the match feature gamcert@i or t p ra, pproach (without the use of common
opponents), we d ht of past matghe: player 4:
zwe\J\E

Where

@r ight *of match m

P; = Set of past matches of player i \
We define the overall uncertainty of the featmres of al the inversetof thel product of the total
weights for the two players:
= 3~
Q St - S

This implies that 11 onily be confident in the accuracy of the featu maftc riforma
estimates for both players are based on a sufficiently 1 R
3.3.2 Uncertai onents
If match features are e common opponents of the players, d the tot ightifer
each player’s estimat th respect to each common opp(P R

18
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Where Ew
W(m) = hREV \
) = f a f pYayer ¢ against opponent &;
T ﬁ @me ted using the sum of the

the quality of match features to incre h ber of common op-
ller number of common o S t elagi s with both players
a lower uncertainty than_a I n‘er of o) nents With Yow weights.
Q@ onstruction W
u n Section 2.2 the OnCo th as&fr ich*features are extracted
es §0 extracting f

t8acros on opponents:

for each match. In general gthete are t ures:

we, i hou! value Of a fedftire at the time of the mat , erence in the
k . usebhe value directly
e t know the value, we h ica, chi the, players“to estimate it.
t serve pe

is approach is used f 2.1| (@irst rcentage, aces per game,

winning on aringit Aging, we can apply any combination of the
ing ] eviousS section (common oppone e discounting, and

e
In addi atures produced using these , pl knew f the tehnis domain
to generate additional features whichgie ex evant in m predi
ties

3.4. 1 @ @
Adding ¢ ations of the estimates of play tis as\zi ay? improve the
i her-order lea

prediction accuracy of a machine leamnidg algo t, ing algorithms (such as
ayer) a pt e\ di atterns in the weighted combinations

knowledge of the game to include the most relevamt combi-
e used in simpler models (e.g., lcv‘g N der
] $cen‘cage on first and second serves as

se
accuracy, we can calculate an overall winni \ ep

of input fea
nations dire
models are d

Overall winning on serve pe

The OnCourt datag @
When combined Withtheyfirst's

for a player i:
WSP; = WI1SP; - FS; + 4 S
We expect this aggregate statistic tg ‘ sisten 1 C ifferent matches. As for all

0
features, the WSP f e i u al he différence of the values for the two players:
/'SP = WSP; — WSP» EV \E

Completeness
The very best of tenni (e Q ségy and @re strong in both offensive and defensive
playing styles. For exa er Fede considered by many to be the greatest all-court player of

vaiue
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all time. We can attempt to measure the completeress b ining their serve and return
winning percentages:
i = P;
Th Itip bive ures) t er has high completeness, if fhey are strong in both
of::ﬁ the game. E
dvantage on serve BEV \
i d wer@lgenerated using performance esti uted independently for
0 ‘ T, erformance estimate for que p C ome statistic of the
erplayer. Forexample, instead of compasing t a; " fyinhin entages directly, we
ay want to gauge one player’s ser al he 'S rength. We call the resulting
feature a player’s n n ser
VEADV; = WSP; — WRP»
SERVEADV, =
SERVE ‘s% 1— VEAD
o N @ &e infermative of the outcome of a
flLes.ta oWn, Since a player’s performance 1
the opponent’s return play. Bi 1
accounting for the opponeats’ re \
g ny ot eatiiies paring different characteristicggof players.
. i ing of#he sport and of the sﬁc ‘IEWn different
i ’ (o) t eir per-
A a is mulated
] 1 . We therefore r e thi b es\@d player have
played in the past three days. The,comfribut aypis weighted i ilar fashion to the
time-discounting of ma io , us disco of 0.75. For example, if a player
contested i g , themp\fatigu€ score would be 50 - 0.75% = 28.

The size of

c days) and the discount factor were foun Time ig-
ure sho bution of the outcome of the match for r n witha Wigher
fatigue score (as defined above), using all matches i t le al igiied player has

ionshi
ects

e ering a match is likely to have
ation for the under-performance

an improved chance of winning.

with mpaired form (ATP matches 2004 - 2010)

an opponent (b) First match since r tiren'l‘
|

4
‘Won \
Lost 485 | Won \
Lost

DVv>
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3.4.3 Modelling Injury E\!q

A player’s form is also affecté n rie lthQug OnCourt dataset does not provide
any specificd matiol regar a ju cafl deduce from the matchgesults whether a player
retd layer\is said €6 retire from a match if t itRdraw, d

d¢ ortei eir place in a tourna i

ing the match, usually
ment.aWe h t as an approximation
. §91s only an approximati incé a pla v \fet asons (e.g., to conserve
rength for more important up S theygmay jure themselves during training,
which we have aopl :
itig thefiime since a retirement as t f verity of an injury.
3 § s not competed for longer re tiame t , so the relationship
e effect of the retirementyd v @ signi fadtor\ih the mafch Mnmediately following
e retirement. If a player has reti 1 tediisinee; we can assume that they have
sufficiently recov; se rea weyde irement of player i as a pinagy variable:
BO "E\e]a\Ed
RETIRED, = ]
is
i onfi irement has a negati pact on the outcome 0? e niatchy (although the
) RE V \
betWeen two players, also known as i

i i ) iction of an upcoming match. Seme T i
i ppement despite being the favourite. uGh surpriging resul -8 head-to-
head balance against David Nalbandian, w t ra lower Federer throughout
his career. If the two wesg te to i , ce Nalbandian has retired from
. 1 Na

t+

tatisti@would lower our predicted probability of Federerfivinning.

5-6 iead-to-head standing against

matches

i
ead relationship between T IREC
, computed as follows:

OIK (1,2~ H2H(2,1) .6)

Where
2H%7)) = percentage of matches won by pla; Vl T
Note that the computation of this feat i§/the s&r of whetller common opponents are
O\ Su w

used. Also, if either ( nting rfa ¢ 1s used, the mutual matches of
the players are

] ion."T'he DIRECT feature thus assigns a higher weig
to the more rele gail the®two players. E
3.5 Data Preparation P R V \
3.5.1 Data C 1@0
The OnCourt datase perfect, as some statistics for matches immacurate o u ta cleans-
ing is the process of detecting and removing such statistic cleanSing aining
dataset, to prevent any innacuracies fro ing the qu of e predictions.
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Invalid Percentages ‘ E w
All values representing_perce t eal b n 0 and 1. The dataset contains
a va g t for ¥he first serve success rage, the winning on first
inning sec serve percentage, or t i g turn percentage. The
arRed as nvalid and ignored i y e e ontains 54 such records
bout 80 000 matches wi taé.
iﬁrve S ]
taset, we notice that for a f es a e s eds have a value of
s is clearly the result of 0 e at ft missing serve speeds should
t given t ergs, Furth@fmordy sdme matches have highly unlikely
spe the di uti ve speeds shown in Figu we can see that
& 1 n 1200and 100 for first and second t must correspond
) N acys In this case, we also set t Vn‘h pr y 40 matches are
eeds (

igure ‘Avera, A
~NY: P Y |

r80

700 —

600

500

Il First serve

400
B Second serve

300

Number of matches

200

100

0!
10 120 140 160 180 200 220

Average serve speed (km/h)

Q ‘ N

Extreme P%ft eraging w

If there are only a few matches used in performand tesHfo ayer)e.g., yer has only
participated in several ATP matchesadu eir ca st may result in extreme values.
For example, if A g style

a player and they have only approached the net once in all
their past matc t is\@ne“@ttempt, they will have an expected net approach sugce
rate of 100%. T A quali
of the player’s ne e.

To alleviate this problem, we can use the measure of un

die to the lack of data, and does not accuratelygr
fin ect \o hes with
high uncertainty (i.e, those for which li e dan ignore features that
are likely to be inaccurate. df€ature

ose for which fewer observations

are made. Specific r ly
few observations per e
features if the uncert

Despite the filtering based on uncertainty, ctly'® or 1). These
values signify a lack of data, and e of players, they are also
ignored. For example, s of theln ed in generating an estimate of a player’s
break point win percen 0, the actual probability of a player winning a break

point in an upcoming m
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Figure 3.7: Distribution of estimaVT t WWCentages
a) Before cleansi n c by After cleansin
(@) Befor cleggingy ( :
14000 T T T T 14000 T T T T
12000 12000 + .
n 0
£ 10000 ) £ 10000 .
2 S
@ @
£ 8000 g £ 8000
S S
S S
E 6000 E 6000
: ¥
> 4000 > 4000
2000 2000
| 0 0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Estimated break point winning percentage Estimated break point winning percentage

t
&tsed a threshold of 1.0) g@ivalues. Fi
ts feature. However, the

= ‘ ) “ ‘ VY "°
ig &tering of break point winning pefic esti
i C ase, W .

ion, with a more regular curve and

distribution now bears SEM 1Q no
no clusters at 1
Finally tl ion]3.4.4)) describes the head-to-hea nee bet wo players.
Howev a i ent mumber of mutual matches I w&“ ictions. before, we
only use¥fhe feature if its uncertainty (base b ele e maftches) is below a
€ es
de a

specified threshold. We do_ng r, filt 1 0 and 1. If a player has defeated

another player i 3 ve played, pr they have played a sufficient ber of
matches, 11 @ to fprove our prediction accuracy. E

3.5.2 ature Scaling REV‘

By inspecting nce @stimatas, we see that most are approximately normally

, . a
distributed (€.g}) tl ilhinghpercentage in Figure [3.7). The match
taking the di amce estimates of the two players) are usu al 1Sfri . In
fact, of the fes discussed so far, only the following do n o) rimal i :

e DIRECT - the distribution of the_ea@ to-he as\¢lusters‘at 0 , since it is very
common for one playe lose a, anot
e FATIGUE stipla; have a fatigue score of zero, resulting in a large
in the mid
e RETIRED ce the underlying variable is binary, the e onlyat es in
{-1,0,1}
Figure [3.8] shows the distribution of 4 ature, resemble eneral shape of the distri-
butions of most of at @ distributionS of the three features describe o}
which are not norm st . Bor all features except these three, we perform s a 10N
scaling to unit varia dardise a feature X by dividing it by its iation e®
a sed = (3 7)
peet the features to already have a mean of zero. This is a
to feature construction (Section|3.1.2)). Since players are labelled
23
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Figure 3.8: Feature 's‘b IOHSW
— F
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o m L 1 m 0 I I I I
—-1.0 —-0.5 0.0 0.5 1.0 —40 —-30 —-20 —-10 O 10 20 30 40
RETIRED FATIGUE

D . ‘
as Player ¥and Player 2 arbitrarily for each ! , Nds iL the players, and
i t e z&ro.

t
we expect the averaged differcng perfo e is is confirmed in Figure
e ered at\zero. Me entering the features would therefore only
donT noise in the data.

[3:8]- all the distribufd
Standardisat dmaplicit requirement for many machine learni ithims algorit
employ, logis egression and neural networks, standardi isthot, in' ry, uirement.
are nonetheless several advantages of this presproc

d by |

have the eff i
1. If the features have t ights assigne regression can be used to compare
the relati i t \i€a s in determining the match outcome.

2. In both al on has a stronger effect on features with r \Walues,
differences e standard deviations of feature distribution ] V tur

imes eul

Despite the feature

t
o afmormaldistribution, its standard deviatio TO]
imately 14.4 is a re ¢ g , sO we standardise this feature as L. emainin,
non-normal features and RETIRED) are left unscaled, toalreadyitake on values
of the same order of magnitude as the scaled featureg. P
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3.6 Summary of Features \ W
acted featur

In Table [3:2] we provide a su e e that all features are differences in
A ers, as Ss Also, the featureg A@ES, DF, UE, WIS and
: e 3 er-game averages (by dividing by the n eflin a match), instead of
. rages provided in the OnCourt. de t (Ta

i : 7 of all extrac T

€S

tandardised

ATP rank
2 S
FS irst s @ efGentage P, E
P inning rst\8er age P, E Yes
ing omisecond serve percentage - Yes
verall winning on serve p Yes
Winning on zetu céntage Yes
TPW Percentage ] ts \Won , Yes
p 1

S E, U S

™™ centag
e numBer of aCes per game es
age number of double faults per e es
erage number of unforc rS per ga es
WIS Average numbe E% e Yes
1

BP age o P, E U Yes
N e of ngt appreaches won P, E U Ye:
1 ve first serve speed
Average second serve speed
GU Fatigue from mat i d Yes
RETIRED Whethegfir§f matc ment
COMPLET er com ene
S ew serving

d-to-head balance

P — prior to averaging, remove if vadme is ,
i oi g ve spe bel
‘ e

km/h for first / second serves
xactly 0 or 1

ook PREVEY
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In the previeus nted e extraction of match features

da ‘ dataset by extracting a vector of featu

the ng*match outcomes. The dat ing/ Al he
(20 e use common oppone ti c i surfacelweight
feature extraction. PR

om OnCourt
s, and pairing
past 11 years
unison during

We split the d 1 way
. i 1
g data is used by logistic regression ( su sediledtning algorithm) to train
a model that minimises the ergor in t e ou estof the training matches. In
other words } T he mo re adj eate the most optimal mapping from
th i) i to tr@ining match outcome predictions. Fi i ression,
the i uSed as a measure of error during traini ectio

D
)

e Val set” (2011-2012)
The validation set is used forgtuping th iy eters of theimo those parameters not
optimised by th ai a ). Weltrain afmo e training data using various com-
A
t

binati @ etersfand assess each combination using the yalidationtset.

C strategy is also done using the validadi .
e Test s ‘
After a model’s hyperparameters @?& uate it§ predictive performance on
11 |

The se

veflheen

the test data, giving BaSt oW we m es to unseen data. In this case,
we use all i ] ion) §6 train the model. Test data is set aside and pev
used befor

The division of t a follows a 7-2-2 ratio of the time-ranges of diff
set and 2 years each for the other two sets). However, w

prior to training (Section . Also, ma em i tr
have betting odds, which wegequi ing the el

in each of the datas its

A

d
0, 6 200 and 12 600 for the training, validatien a
test sets, respective ave ¢hos plit the dataset in this way despite unequal atio
test set sizes. Each @ f ‘professional tennis has a fixed structur tour always
being played at partictular times of the year. Splitting tR let arsire the
e , es

S he
t ing matches
alidation sets do not
the number of matches

ly,

wi

same distribution of tournaments across the di splits lie e evaluation more
accurate.

We have chosen not to rOoss eyaluating our model. Cross-validation is often used in
place of a test set in as " 11 odel generalises to an independent dataset. This method
26
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involves partitioning the entire dataset into k equal-siZ8d¥§ubsets ( Nof which one is retained as
the validation set and the others ar raining 8T cess is\Bhenyrepeated k times, using a
different fold as the validatio 0S8 dation he advantage of lower variance in
model evalyati mpari tes¥ set is used. However, ghe entire model fitting
ion, hyperpar@meter optimisation, etc.) véto Pe performed separately
me apparent in the following n§y this computationally very
ermore, our dataset haspa -se ements the c are ordered by time.
' ca he
SEs) itgis b

S st representative of the current
oming increasingly more difficult to compete

ost recent years are chos hl
edi As th
' i y the (“Couple of years will yie ofe ageurate assessment of
. Binally, our dataset is sufficiently cros on to be considered
t

s fi

ef predict rst 50% of the matches, when

inty for a match based on theyweights assigned

confident in the

] ces welghting 'during feature extraction.
che®with lower uncertaint, pe¢t t g ofit when betting
. erefore, we will not pla matches withthigh uncerfainties. We will aim to

ise the profitability of theanod nb ft es. By ignoring half of the
matches in this way, obtidinfa more i a our'model, unaffected by the noise induced
by hi uoge which Bets watild ot be placed). w
4. valuation Metrics EV \E
In fe e a Kﬁé‘uer timisation (Sections and [4.5] i we require
metri e @ g sri@kmarte of our model. Our overall 5

e

e

goal iSeNthe return on

invest n placing bets based on the predicti G \ Various betting

strateg sult in a different ROI, so we [ere at w Sing our model. We

have selected three strategi i d in @) hree{ betting on the predicted winner
¢ 1

serve as the main betting strat@gy used

for evalu

A metric O assess predictor performa;
match out redicted. However, C

i e U , th

3s n nsi he i of*the predicted
probabilities from the actual matclmoutcomes sugeessful ting strategies rely on these
probabilities. For thismmea C employ logist) 5 an evaluation metric, which penalises
any deviati ut€o (seeBSection . Although logistic loss i

the training egression predictor, it can also serve as a

- ri [¢ the
quality of di gdictors. In fact, it is a proper scoring r Ssess of ility
predictions. er popular scoring rules exist (e.g., iQiy SC Howe istie loss has
been shown to have superior performancegin gértain i e parisom of sééring rules conducted
by Bickel [3]).

afilo

ic loss and ROI often give contradictory
model with the c 1888"s not always the most profitable (no

loss, but mazimis t). We therefore consider both metrics in our d

] te tha,
. - A
of a model. P R

Perhaps surpris

4.3 Model

As described in Secti ogistic regression optimises a

t ra s Bltdobtain the
best mapping from the n input features x to a matchyresult h ches 1n thetraini set). In
this generic formulation of the model, th babilify of a c quation

LA proper scoring rule iflgneywhi es tl one w the trtte probability distribution is predicted
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(Player W)\Ew (4.1)

is the weight for T

P
Where
o+ 51 B2
Ty a model (Section [3.1.2), we remo e
arefall ero (i.e., the players are toy haye i
O ty of a win will be 0.5. Alse biaindhe predicti

of the order of the laKf t @ e
B@O lection \EW
Feature selection j 0@ess of s g sefilof all available features to use within a model. The
main mg i ap this t€ehniqueito 1S match prediction i ibility of improving

t ) 0 re al of irrelevant features. odel wit atures has lower

c ts Overfitting to the t dditio e will allow us to
t es redicti

his ensures that when
mance), the predicted

tch®outcomes.

raining
to the relative importa ﬁ
r Krm ion
Th able evidence that ATP rating t\accura ﬂ‘d layer’sicurrent form. Both
Clar and Dingle [7] construct, 3 systems, ch er predictive power than
Q a 3
0

the official AT iggest weaknesses of ATP ratings is their

disregazgsfor ity of 3 oppoments he margin by which a match
the rating ] sure of a player’s progression throu amengs.
are award 5 atch even if they win du a (pen-att nce
Furthemm®re, a player has a single rating acs S ven us \fro i
difference in performance a rfaces.
A differe layers(ias a réfatively strong correlation with tcome
In fact, a ¢ n te [6], using RANK as the sole featur8is suffigi btain a
predictio . However, these features ar predigti tr abilities
of match . shown in Figure [I.1] s S at gistic regression
predictor results in a much narrow istribut robabilifes than when SERVEADV is
used. We can approxdmate babilitygdistributi e implied probabilites derived fro
betting odd s'@ istogeam in Figure Clearly, the distribution ges

e

from using ture bears a much closer resemblance_teat
The more pr g strategies require accurate probabili te: t
decided to heniceforth exclude the RANK and POI ur rejse

e f
likely to distort the predictions. v R
. rith

4.4.2 Feat

A simple approac eature selection would be to rank features agcor
with the match outcome. However, as demonstrate n
)
tin

each other when used in a machine leazningalgorithm.
themselves may be useful t T stead of eval

riables that are useless by
ures separately, we select the

subset of features Clifpe
We have extracted 2 @ able’3.2)), and after removing the RA PQIN re
features remain, allowif#@for more than a million different s ( p n ibleo
e al féchniqu hich use different
sse

perform an exhaustive search for the best subse mpl

heuristics for searching this spacegas o yon an fferent feature selection
techniques are applied t jon sefidis then used to select the best-performing
technique. During feat ¢ 1 Ryperparameters are set to those that performed best

with all features selecte eter optimisation in discussed in Section |4.5)).
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Figure 4.1: Distributions of prob@i‘u" ‘ NKWVEADV
— E
Feature: RANK Feature: SERVEADV Implied probabilities

1000 T T T T T T T T T T T T

800 | - 4 F -
e
g
5 600 - - 4k .
B
£ 400 b
g
=
Z.

200 ~

0
00 02 04 06 08 1.0 00 02 04 06 08 1.0 00 02 04 06 08 1.0
P(Player 1 win P(Player 1 win) P(Player 1 win)

)
, KL v
k OO
] u underlying predictor as a_bla evaluatin pe ce of different
] ure cti ithms:
1€ es_whiell ca

forward selection
e the greatest improvement in

and backward elimination
i res have been added or no impFovement is

the evaluation g ic
gaine

and re
rithms

: pro e
: F
: w F| < |A| do

1 3
2
3
4
5 T < argmaX,cs_p T
6: F + {SL‘} 4
7 itk > %
8: . e best\fi set
9: e [
10: end while
> Re

> Initialise_the
itiali T
ile m:
e feabure x from remaining features

> Add selected feature to feature set

11: return Fg n the best set of features
12: end procedure

Algorithm 2 B

: procedure BACKWARDELIMINATION(A, E)
F+ A
Fgp+ A h est set of selected features
while |F| >

> While there are features remaini

T 4 arg > Select next best feature x fr e
F«+ F— > Remove s t ure set
if E(F) > B) then

Fp «— F > Update best Teature set
: end if
10: end while
11: return Fg B > Return the best set of features

=]

12: end procedure
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titraihing t ctor on a portion of the
peétforinance @ angther portion (2009-2010).
rpose. advantage of wrapper methods is

erefore, in addition to legarithmic loss, we also

The assessment of a subset of features procee
training data (years 2004-2008),

an atl
Both algorithms require, an e i r th
a cus n ic.
g usingfROI. \E
h are%

eature selection methods,
ing peécess of the predictor. On i rsive Feature Elimi-
adopted by the machin Mg li . In RFE, a logistic

o
Scikift e
ing t o) fea . emy t hich is assigned the
5 edyl and thigli eated until a single feature remains
a

(see Algorithm [3} stic espond to a less
i 3 et is us i features to remove.
£ ] ch€s, we can optimise bo
ofte . .

preferred over the wrappe
must train and evaluate th ictor

incorporate feature
h
a

the algorithm. Specifically, Step 5 in
it there are n features initlg (to be added
plexity is still
ir e predi to be trained

hile there are features remaining
> Select feature with lo abBolute weight

> Remove se d ur ture set
P RE bést feature set

> Return the best

.“Fach approach selects a different optimal num \
ol

by a diamond). ample, backward elimination selected 12 featu using

comparison of different subsets.

It would appear that backward elimj@# the m ti b owever, we need to assess
how well each strat n i

. set. For this®eason, we evaluate the performance
the subset selected ' ratégy using the validation set. From 1 C
see that all approac y e logistic loss evaluation metric have simi rm
on the validation set ever, the only approach that o f % (i.8), wsing all\20
S R

ch
features) in terms of logistic loss is forward selectio his 3 o) the e three,
& it chodSes to retain all features. In the remaining
! , Selection with ROI as the evaluation metric results in the
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on the training set. Backward elimination usin, ffers a significant drop in

performance when evaluated on the yvalidati for optimisation results in
unpredictable performance on
i I Tem h T
Hogis stob uchimore stable metric. As w

i tive that the feature seleghion Sfrate u i
forward selection wit ist i S a; p eatu i
i .2: S sizesl using different approaches

: L

I 010

T
|
__0.09 - -
b g
v —0.635 ‘2 0.08 - E
| = £
2 —0.636 |- S 0.07 |-
Z | =
by =
S —0.637 é 0.06 + E
3 an
< —0.638 |- £ 005 - .
o0 . (g
(%) g
Z —0.639 - — Backward Elimination [ 8 0.04 - —— Backward Elimination [
—0.640 L — Forward Selection | ~ 0.03 L — Forward Selection
— RFE — RFE
—0.641 ! I I 0.02 L I L
0 5 10 15 20 0 5 10 15 20
Number of features selected Number of features selected
BU S * 7 E W
€ Cle on ToaCne;
]. CcCe&\ 0
Ap
ly)
Backward
7.1

Elimination

RVEADV, FATIGUE, DF,
DIRECT, TMW, WIS, TPW

OMPLETE, FS, WSP, UE,

Elimination FATIGUE, WIS, A1S

Forward
Selection

None
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Having settled on the feature selection strategy:. ow flise al ini lidation data (2004-2012)

to generate the final feature set:
C® FAT , TRW, DFyBP, RED, COMPLETE, NA, W1SP, A1S

3 as a lakge ovaplap with the subset select only the training set was used.

¢ features were also sele préviousl is that the strategy will

- stable subset of feature e Uataset\grows. We'ean alsoWisualise the weights assigned

ining . e howg that\SE DV has the greatest impact on

follow T CES. As we would expect, FATIGUE, RETIRED,

eights. it may\@om estimated winning

entioned previously,

alhh ga S a surprise that the di
P) IS also assigned a negative weight S Howe
i independently, and_affe othier for might be given a
eight to balance out the o e o featiu ith positive weights.
: ight

igure e to final feature set '
N n\( _«w=\A
0.8 T T T T

T T T T T T T

Weight

T
0.6 |- _
0.4 |- _
0.2 |- . _
ol _Hm_ _ |

]
| -

SERVEADV |-
DIRECT |-
FATIGUE |-
ACES
TPW -

DF

BP
RETIRED
COMPLETE -

NA

W1SP
A1S

YU

4.5 perparameter Optimi B
The proces i ] g predictor tunes the regression coefficients, i.e., th
) Thefino i

weights for e also has parameters which are not opti
process, ter

)G s. In order to achieve the best pe ce
these parame using the validation set (years 2011-20 hé\datase). o
only according to the performance of tthc the matc in

Section. Q
4.5.1 Opti%iQyp ch
, te\r hod that
sonfigurationsy Most of our hyperpa-
-grained grid search would be

The most common approach to hyperparameter optimigaiti
exhaustively searches the entire space of differedt/ hype
rameters are real-valued, and ained. \A"su
prohibitively expen r 3

We instead proceed

stic search, which at any point i I T ,

when altered, will cal e greatest improvement in an evaluati t . stiglloss o .

We iterate until all parameters have settled in_their glo Since hyperparameters are not

necessarily independent, it is entir is app in a local maximum, or
w

may not terminate at W@ is proc orked very well for our use case.
Note that this process i t
feature selection, we mu
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1dation set (see
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ade off the optimisation of logistic loss and the optimisation of ROI.
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We expect to achieve the best results by reaso

ing ab his trad ach hyperparameter and
making a conscious decision using o wledge of\ghe/Str and kngsses of each metric.
The set of feature for p @o o o be comside model hyperparameter. Consequently,
Q reyio

ibed in\the p

is also a part of the optimiSation process. Clearly,
eaturgs based on the performanc subso 1 model. Therefore, we
lection into the process :
. Perform an initial gptimi e me us atures (except for RANK and
diseusged in S
. % e o obt@in a new feature set

sing the new feature set EV \EW
4.5.2 i P

‘ ot ns"matches with varying deg almty. tchi very high uncer-
t ho oppoN antbe treated as noise in
the input data. By removi o)

phose where the two playe
abl ore accurately model the true

t

underlying rela

thefe mat i
datase Ve otde es in the training set by their uncertainty,
ang mi e bestipercentage of higher-uncertain ve. Figure [4:4]
sho is¥a cléar improvement in bot and 10gi SS matches are
rem igyfithe hyperparameter value at 80 [@ O ough istic loss keeps
i R ter \Ghi

impréving past 80%, there is a sh un i e t.
mﬂ% logistic lossiwheén removing uncertain matc@ . '
- A '
0.12 , , , , —0.57
— ROI - Strategy 1 I
Ll — ROI - Strat 2 /
0.10 rategy v o8
— ROI - Strategy 3 y L] |
0.08 H— Negated logistic loss 2 1 2
i 4 -059 8
.2
0.06 |- %
2 ! —0.60 &
0.04 |- = I 2
1 s
-0.61 ¥
0.02 | z,
K '
(X7 -
0.00 F w I 0.62
|
—0.02 ' ' ' 1 —0.63
0 20 40 60 80 100

Percentage of matches removed

Y Sl
We have also co ed removing training matches with noise_in ut value he t
odds for a match could be used to identify matches al isi sulfs. ould, for
example, remove all matches for which theKh ?ﬂ probability \@f winning of less than
es were

v such filtering, and it thus

a
30%. However, we found tha, ry, ] r of m
had no considerabl ﬁ @ e c los W
4.5.3 Time Di nt Factor V \E

| E

C featur uings a nt factor, which is a hy-
1 e diSeount factor, the lesser the effect of time
pistie®loss peaks at a discount factor of 0.8, which we select

33

Time discounting of past matches
perparameter in our
discounting. In Figure
as the optimal value. Al
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enough to be attributed to the volatility of ROI_"Ehe g S la ations in profit for small
changes in the discount factor (e.g., th ) t and .
ist1@ loss for\di

n ‘gle 4.5:n S flerent time discount factors
0.14

e WA A
T T T T T T T T —0.570
— ROI - Strategy 1 I
Ll — ROI - Strat 2 |
0.12 rategy —0.575
— ROI - Strategy 3
010 — Negated logistic loss "
—0.580 &
0.08 %
2 —0.585 &
0.06 2
1 5
-0.590 &
0.04 | z
1
0.02 1 —0.595
\/\ 1
0.00 ' ' ' ' ' 1 ' —0.600

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Time discount factor

_ ‘ v
The imal value of 0.8 for the digcount @ r& ereszra ical"interpretation. It signifies
the rate at which " f playe anges : For example, as a player ages, we would
expec ing year to be 80% as good an approximati their enrrent form
as ma

4.5.4 Regularisation Pazafleter R‘ ;V\

Regulari otaining®data by penalising large weights logistic

regressio i of fegularisation is controlled usi re s meter| C. The

lower the e stronger the effect of regularigation efault Walug is.0). Figure |.6| shows

that increased regularisation improves logistic h effe Y — note that the
h m

o be a slight increase in ROI

y-axis on the right has very sm i ents).
as C' is made_small T, e se C' .2, which appears to give reasonable results for hoth
evaluation .
ure 4.6: ROI and logistic loss for diﬁert\\or"E
0.16 T

— T

—0.5740

T T T
1 — ROI - Strategy 1
0.14 1 — ROI - Strategy 2 H —0.5745
1 — ROI - Strategy 3
0.12 \\_\:\ — Negated logistic loss [{ —0-5750 "
n
o
0.10 | = —0.5755 ¢ |
i b=
— &
S 0.08 ! 4 —0.5760 &
! T
0.06 |- 1 - —0.5765 ‘50 [
1 z
0.04 |- I -4 —0.5770 -
T -
0.02 : 4 —0.5775
0.00 1 L L L —0.5780
0.0 0.2 0.4 0.6 0.8 1.0

Regularisation parameter (C)
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Errors in thegp i nis ma e classified into two cate those due to

b1 ~Bias results from erroneous assumptious ., its inability
to tionships in the data (u T p ay be missing
som P match features, and for this re uf pr m systematically wrong. On
the other had, variance is the gensifivity topsmall variations i e dataset. A model with
n dat
n al

=+

ing
ic
ell to ng). There is always a tradezoff between
odel ccurately capture relati ips i ata, but it

bias ri
will n e

m
Model ce typically be reduced b ing as n* ill ¥hen be less
likely to overfit to noise in the daga. Wigure t the predicfive power of our logistic regression
model is relatively stauf wihe ary th of the teai ataset. The best return on investment
oscillate | e errofy as nreasured by logistic loss, actu

e
very slig 4 g \data™ These results suggest that our ‘e as 1
lowi ct

to impro nce, we could attempt to reduce_the . e [fol i
different a aches to increasing the expressiv 0
Figure 5.1 OIMWS on at erent training set sizes
-\
I I T T

—

0.14 ; —0.570
— ROI - Strategy 1
0.12 H = ROI - Strategy 2
— ROI - Strategy 3 - —0.572
0.10 (N— Negated logistic loss 2
S
4 - 2
. M 0.574
g 0.06 %o
: \/\/\‘ —0576 £ 3
80
)
0.04 “
- —0.578
0.02 | -
[
0.00 ! ! ! ! ! —0.580
1 2 3 4 5 6 7 —

Years of data used for training

BOUR ™~
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5.2 Logistic Regression with e (‘EWS
5.2.1 Constuetion of n{Features
y i eralised linear model. As described im S n mputes the probability
’ eWsing the weighted sum of ‘\ f r
a i = L
O Cl4e
O 1S3th e\ ea
oundlary*to

z = frxy + Pawa + -
For this reason, the model onl i i ry e feature space and higher-order
ip y A tures cammnot b@ire . A common approach tgall@wing a non-linear
i nd 3 ) uction of interaction terms, th i P features. After
. N

becomes:

original terms te

z =
In (2 iomal features, one for each uni
mo dentify higher-order relationshi h
inc T ts
1

30123+ + Bn—1)ynTn_1
o} he inal features. This
ingl intlowe del%bias. However,
6}

re prone to overfitting.

reéasing the complexity of the akil

Also, both the training
We h [

3 tion ¥eature: COMPLETE. Compl
as the and return strengths (WSP; - YA No h
before theéMditference in the values of the_tw rS.\ This istinc
and the standard application of interaction eneral, theQimteraeti
features A and B, is com wWS:
_Bi = A;-B;
A B=A B —A \

intefacgion fea o} us RETIRED value for a player, due
to its binary nature 0 the rt the 8ign of the multiplicand or have no effect). This
gives us wit ta @ 1 res.

522 M Optimisation V \E

A larger feature set increa kel of our el over noise in the training data. As

before, we can run’@ ¢ o selegt a subset of features with the best performance.
aefGhose enéralises well, so we re-evaluate all three appro C
elimination, for Jle RFE) using the new, higher-order . Asfev: in
failed to generalise well, we only use ] aré\different subse
i

—

eature A B, based on

We have decided to exclude an

is essential that
using ROI previot

Figure[5.2)shows the results of running the three feature i0 e ainihg\seBackward
elimination selects a far greater numbenge tires tha () p ), but this subset has
i g % t during feature selection, the model hyperparamete
( d

sic logistic regression model in Sect,

ubsets selected by the three approach in Similar tic 108s
i u he h izeg USINg

o h thelbest ROl is achieved by the

oM ckwakd elimination. Therefore, we select

The final feature set fo selected by running backward elimination on all training
and validation data. Thi e, only 19 features are selected. Furthermore, as shown in Figure [5.3] all

backward elimination af W fe
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Figure 5.2: Feature selectb‘ Wr\oﬁlw
e (
T T T T T T

~0.62 : ,

—0.63 _
17
2
Q

s —0.64 =
50
2

S E 065 .
<
&

Z —0.66 L — Backward Elimination |

’ —  Forward Selection
— RFE
I I I I I T T T

—0.67
0 20 40 60 80 100 120 140 160 180
Number of features selected
- ‘ v
1 re selection approaches

er of features
selected

8.4

eatures are interaction features E I r on riginal”

1 SE A feature with the

ected ' catlires s cult to grasp, and some seem

XAl large Regativ@werght assigned to ACES _W2SP suggests that

S g performance on their second serve is lesg dikelfh tofwin

o} eren res should not be considered indepe 1 h one

is entire possible that ACES_W2SP assigni iti t if

some additional features were removed. With the additi ragtion f es, \the 1 has become
too complex to allow for an interpretati he as ts.

A different feature set #fiay 3 timisafion of $he model hyperparameters. However, the

optimal value o % ametermaffected by the introduction of interaction f

regularisation p r Ve dé€tded to decrease the value of C' from 0.2 to
higher-order mo rforms slightly better with stronger regularis

expectations. Regularisation reduces the variance of a ,
the introduction of interaction features Willero ng
5.3 ArtiﬁciB@ Qo k

In the previous section, we have attempted to decrease the

in a logistic regression predictor. ese 4 e w the enl

in the data. However, ddhegapy i lablef) Modelling interactions between triples of
2 at

features would necessitMeor. al s. Such a model would be highly susceptible to
overfitting, and our feat @ eGtienfapproaches would no longer be feasible.

igodelgeatures

complex relationships
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Figure 5.3: Weights assigned to final feature ‘t(lri‘c ‘Eresswmteraction features)
e (
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2 < [N
z 2

r )
Khe of an artificial neural n €s ection [2.5.3)).
i

cribe
onmplex functions of the inpu . ul a eurons in the
0 h ur uchl a senfation may uncover
Wi ignore

d be i n a lower-dimensional model.
s take significantly longer tgytrain than
0 tasetia logistic regression model took seconds to

takes 10 minutes or more, depending on The model
o more difficult, and forms an acti search area. f1'h parameters
, n , etc.y¥and ameters have strong

ramet

or temnis match prediction has been

are®some essential differences in compari
i ®averaging approach to feature at tfsurfac 1 i i
counting. Mmstead, the surface was fed as_ an ad 1 f n :
node for each possible surfacg portal e i eatWres were used for the average
féatures of dv

statistics of the two our rences (Section 7 introducing agym-

metry into ¢ A ( no mention of feature standardisation a ing

(which would v . Although the authors claim an_averagefWc 5%

in predicting thegatchies in the Grand Slam tournaments in 2007 there the

actual probabilities predicted (using ROI or a scori S ithmielos tempted
u to reproduce the results.

to replicate the experiment as described Wpe
5.3.1 Net @
To reduce the sizeé of the hyperparameter space, we fix som t8\of thegstructure ©f the ngfwo
heuristically. The overall architecture of the netgyork i fo) 1 er p ptr ), a feed-
i u C r
d

forward network trained by backprop 0 use al ank-related information)

as inputs. The filtering, of
their optimal values g

uncettainty e time discount factor are set
\ 80% ané 0.8, respectively).
We use a single hidde . showed that a single hidde er itenu neurons
can approximate any continuous function, provided that a id euron d. Tt
is generally accepted that a single layer is ci€ht £6r mos (¢} o as Shown 1n Figure [5.4]
the number of neurons in the hig - a hyperparameter t e must optimise.

The most common act {24101 0)|
logistic function, which

id ¥8quashing” functions. One such function is the
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outp prétable as a valid probability. For this reason, we
for activati output neuron (a ti roach would be to use
and then remap the outputs t o)

hyperbolic tangent (tanh) function, with a range ofy[— 1] that symmetric sigmoids
such as the tanh function result in traming es] s se theQanhjactivation function in our
hidden neurons. Howeyer, th e d b agti of the network (i.e., the output of
G r iaer i
; ¢ iongin

. as explained in Section we strive to obtain
labelled in reverse.

that Would give the same prediction,if
uron, we are ensuring tha etworkiis le an unfair advantage
are heplayers are'@xpeéted to have identical
lay winni guaranteed to be exactly 0.5,
ur

t
ack a ermore, the exclusion ofybias reduces the

elps prévent overfitting.
Figure 5.4: chitéct e\
p d tput layer
tanh @etivation) (

logistic activation ! W

P(Player 1 win)

FA’ E

p ter opfimisation as for logistic regression: at each step
ol itsperformance on the validation set) and t
analysis for the

3 | ] h ruph t
i) . This iterative process is more difficult thisgirfle, Since t
parameters have dependencies. For example, changin, 1 tefTequir -calirati
regularisation, momentum, etc. P ?
it u T
ingida 0
s for selecting the

Number of hiddesn

The number of hidde

of hidden nodes has higher variance, and is therefore more ki t e
hidden nodes, on the other hand, can result in dai i rioms heuris
number of hidden nodes, based omn plasi a umber of input / output

nodes. Different sourc 0@
the matter. Sarle t
the data and the comple

% > ! umb® and there seems to be little consensus in

anction being trained. They also do not take into consideration the
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amount of regularisation and whether early sto

only way determine the optimal nu f
their generalisation errgrs.
eKROI and logistic 1

m r different numbeWMdd
O - ' ‘ -
0.18 T T T
1 — ROI - Strategy 1
0.16 - 1 — ROI - Strategy 2
0.14 |- 1 — ROI - Strategy 3
1 — Negated logistic loss
0.12 [ 3
_ 010 | ww
o 1 4
= 0.08 | I
|
0.06 i .
0.04 1
1 4
0.02 1
0.00 1 1 '
0 50 100 150 20

Number of nodes in hidden layer

8% a. 0

of no ‘ ber of nodes is less than 50 er ce
benefit ore than 100 nodes, and since iigispi T integesfito the n
possible*(to reduce variance and wtivR of pa

Learnin e O

The learn te meter determines the extent t
weights in the network at each traininggepoc

but due to the coarser granudemi weig

converging to : illustrate thi
rates, whic i
(Figure[5.6).
of 0.0004. Al

in a less significant improveme

0.0004 as the learning ra !

nt i a

arning curves for different learning rates

t in most situations, the

ing is fise rle su a
en Wnitsis alning $€veral networks and comparing

en layer

—0.56

H —0.57

—0.58

—0.59

—0.60

—0.61

—0.62
0

| BT s

p is highly*variaple rks of different sizes, oscillati
h gy 3.WHowever, the logistic loss seems tQg 1

nl

te

] ( ing and validation set errors durin,
gate OFO70001 takes more than three times as | T a
e error on the validation set, as measurgdaloy 1 ic ctuallyislightl
from 0.5798 from 0.5795 when 0.0004 is used, A fu i S€ i lea’ g rate 2000
e

loss. Therefore, we select

nc\N

Negated logistic loss

g between
he number
significant

ich \the cu tr iE seWects the
i e g rate results
atfes, eve
S \

the learning algorithm from
plotting learning curves for different leagmi

T convergence,

) results

A‘
0.0001 0.0002 0.0004 0.0008
0.20 T T T T T T T T T T T T T T T T
0.18 log-loss: 0.5798 | log-loss: 0.5796 _| log-loss: 0.5795 | log-loss: 0.5800 |

2016
0.14

0.12

— | | | | |

0.10

L

— Train
— Validation

0 200 400 600 800 1000 O 200 400 600 800 1000 0O 200 400 600 800 1000 O 200 400 600 800 1000
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| ® A
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The learning rate does not need to remain con t dilir ainin daptive learning rate can

change during training so as to tak leEisteps cQnverging t value. One such approach is

learning rate decay, which e t theWearni ring training. Although we have

not attemp 0 orate i ni es Mto the model (to minimise the hyperparameter
uture Wnp

seQ ossibl ement of the mode
e isation ﬁv \
etwork§iCan b@lac

i 11 rough weight deca ential shrinkage of
i @ n example, a weight decay para ’ that that the updated

tuad’by "*one percent during each traii ogh. ev ghts from becoming
which helps avoid ove cht na S thel C parameter in logistic

] riitting. a
regression.
1 .7: ROI and Yogistic loss for varyingirerw
12 I I I I I

O‘ I I I
— ROI - Strategy 1 - —0.576
0.10 — ROI - Strategy 2
= — ROI - Strategy 3 4 —0.578
— Negated logistic loss 2
0.08 —0.580 ¢S
2
k7
= —0.582
% 0.06 0.58 E’D
3
—0.584 =
0.04 e
—0.586 ~
0.02
—0.588
0.00 . . . . . . . . —0.590
‘ 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.020
Weight decay

In Figure we can see thatgtihe e n the ti it!increased regularisation. This
means that the predictor for modelling relationships in the dataset as
£ C 5

T
accurately. e upward trend in the return on invest W

the weight d ' $670.02, the ROI grows by over 3%. thefll analysi
trend continu€sg@ven for unreasonably large values of wej T strong u
i en n

I
higher profits, despite greater logistic loss. _This o explained as

ights in t W ler @nd therefore the predicted
0 0.5).WAs a r@sult; bels are only placed on matches with
a greater mis-p 0 ting Mpgreater profits. Notice that Strategy 1 (betti

predicted winne b agnitude of the probability values and thus i
m
igs 2 and J,
equent matches,

j ai
stronger regulari graph would suggest maximising regul v
returns. However, stronger regularisation also reduces v Str
and the amount wagered by Strategy 3. If am i su
a higher frequency of bets r s inffery i . ion of compounding is not
measurable by ROI, . regar@less of change in the investor’s bankro
Our goal is to predi c : it ual ,

R

optimising for the gr egrades the quality of the predicti stribut

of predicted probabilites that is similar to the distributio that
increasing the regularisation makes the distmibufionyof pre i rrower. If we approxi-
mate the true probabili istri v tion Ofd probabilities implied by betting odds, we
see that it has a larger I r predicted probability distributions. To obtain
the most realistic proba 3 eshould therefore minimise the weight decay. We find that a

follows: strong regularisation forcgs
probabilities are more
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e, we choose 0.002 as the

weight decay of less than 0.002 results in very in ist haviour.
value for the weight decay paramete
ﬁm‘i Dist re prababilities for varying we'iht decay
PN F A

et
Decay: 0.002 Decay: 0.02 Decay: 0.05 Implied probabilities

700 T T T T T T T T T T T T T T T T

600 - o = 0.1999 | o =0.1633 | o = 0.1054 | o = 0.2354

500
400
300

200

Number of matches

100

0
00 0.2 0.4 06 08 1.0 00 0.2 04 06 0.8 1.0 00 0.2 04 06 0.8 1.0 0.0 0.2 04 06 0.8 1.0
P(Player 1 win) P(Player 1 win) P(Player 1 win) P(Player 1 win)

SV 'BSRE\I \e W

The traiming work h randomly initialised wei .
traini as efiwor ith very different weights and thus@ifferent 1 rformance.
We wi C is*Wariability to ensure that the mo et Bootstrap
aggreg also known as bagging) is an ap abilising er achine learning
i a geregate predictor. First, we generate
etisyfrony i trainingidataset b

models by combining multiple vengio
the¥ame number of examples as the

n bootstrap data:
1— 1 of thesexa : fed £0 be unique, with the rest bei pli
neural nef @'cach bootstrap dataset. To predj comeof] tc
the predictions of the n neural networks _Brei bag; calmp
in accuracy, especially when td lying pre i b

OgISt1

ss for different numbers of bootstrap da’c&
~ =1 S\

: : : —0.572
— ROI - Strategy 1
0.10 — ROI - Strategy 2 - —0.574
[l =— ROI - Strategy 3
— Negated logistic loss 4 —0.576 g
0.08 <
2
—0.578 %
b— .ED
g 0.06 S p
—0.580 3
=
0.04 %D
—0.582
[
0.02 | —0584 B
0.00 L L L —0.586

0 5 10 15 20
Number of bootstrap datasets

Dv> "
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It remains to decide the number of bootstrap dat s (). Br u tasets in his experiments,
and most of the improvement in predietien @ccura ined from Qnly U0 datasets. By evaluating
the performance of models wi of hogtra (Figure [5.9), we find that there is
L . 1
g a

nt in ber of bags is increasedgfrom 1 to 8. However,

o n
e tha otstrapidatas ears to make little di .

S ¢ le with a larger numbe pre@ictorsyiso we
aléasonable amount of co T rce dIn\the eva

ion, Whi 1‘21 ights imtnediately after being
is\batch leagming, Which only updates weights at the end
, batch learning should in more accurate

pens@of longer training times. Howeve rtinez [23] argue
in the neural networ nify, and co
i pare ceiin \accurac
avold |

e can be reached

s ocal minima and, accordingffo LeCun [14],

s used, a fraction of the previ incorporated

aring training. In this way, e \flu ion directions of
h momentum did et hl S impactio rediction accuracy, we

theless, we expect the
n as many as possible,
, we train 20 individual

&

investigation into
ighifican
coefl o résulted in\much™aster convergence.

t
ing critéria fordtraming. We use a common techniguef€alled early
plidation. set to detect when overfitting ins C that we do
A etmfyears 2010-2011) for this purp st \ trailing set into two
portio fortraining and one for early i ud traini cess when the error
on the validation set does not acwaP\ r 10 consec
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Bngr 6 PREV\E J ‘
EQQe&tat ion @EV\\ E ;W
p i ation of'@ machine g predictor for tennis match d@tcomes is the
ussed¥in Section we obtain i taphisidata from the
iés are run against the OnC or 1l information
erate \{the_dataset,
[ & ar d

s described in

ues) file.

rior to training. The dataset i§divided as

4\ @ ] is Arst trained and then tested c I he dataset.
\ t aluation are also saved in a fil V‘
igure ram
S Vi DaR

Feature Dataset
extraction
Training Test / validation

descri
Finall

data data
Train Evaluate Analglrsis B
predictor predictor results

B
6.2 Tech OK E E
All data processi P s of the system were implemented in the P j
Python has several packages for scientific computing which ha ei n
efficient, in particular NumPyE| and Panda ese t 0 cle te
manipulation of large datasets.

For logistic regressi

! @ libsary scikit-learn] This library al id

useful utility functi ‘ aing, Such as grid search. However, it does aye an i
mentation for artifici pworks. For this purpose, we utilise r the libraryire men
by scikit-learn. Both Machine learning libraries are Pytho \

http://www.python. org/|

http://www.numpy.org/
http://pandas.pydata
http://scikit-learn.

o

°http://pybrain.org/|
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The data processing is done in an Ubuntu virtual hi ted on th cloucﬂ of the Department
of Computing at Imperial College. ThegVa\ X p ors and 16 RAM. The entire system
runs inside a DocWKtai T @ bi et VMs. is used for version control.

d that a prediction can be generated in

e have no requirementsfor the n thesyst
: ik ch wit easQha nt of resources (compute pow@ / memory).
Jo0s e part @b the data flow (by a large margim) en
) ] gurs. The long processin t the
m of Bot T

the dataset, which
n opponent feature
every match relative to

e
ction approach, which require
s Howev e a dingladditional data points (i.e., new completed
tes, as e traini a predictor. Therefo e @urrgnt architecture of
[ allow for betting on upcomiqa‘ﬁ

S

http://www.doc.ic.ac.
http://www.docker.com
http://git-scm.com/|

U
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BQua;on Method ‘ V \‘ | J ‘
i e learBa or the prediction of tennig m@fches, we now

co ecen a. As described in Sectio r dataset into

thr i alidation, and test. We draw tot at data has not

bee purpose before this poi n enefore a appraximationjfor iew, upcoming

matches.

Throughout th alua a, ing theloptimigati the models, we only consider ffhe models’

; t

perfo of the matches. This gives us a r i ntification
n se ck of data.
ufficient amount of data, so

to thes€ matches.

of a ml ce the result is less affected
alculations. According to ¢

Having traine

In reali

ald only bet on the matches e e
it makes sense to evaluate the performance
We use odds fron ki innacldff\for allAR!

different

e best payout on almost all events,_s ve us a
realistic emoving 50% of the matches ba; ungertain ontains
6315 AT with Pinnacle odds, played 0
We use Knottenbelt’s Commo edt/mode s n forcomparison (see Section [2.4.4)).
The stochastic mode the ent state-of-thesar nis modelling, and it is our ambition
to improve

i ment when betting on the matches in _the t@sfsefiusing ‘@i
i iestffhc three strategies are detailed in Section . T ies a abledfor
models. Strategy 3, which bets on the predicted winn 0 Ke ritario the best
i S ly

performance. Furthermore, all three maghindllearning a i ore profitable than
the benchmark when this g - roving the RORby ut 75%. Interestingly, although
egy 37 the basic logistic regression mo T

their performance i 3
much better than thi » the remaining strategies. This co e e sub
selected features use is model, which differs from the others
During hyperparameter optimisation, we noticed thiat the very unstablg evaliation metric
(small changes in parameter config i 1 ult in larg resan

h M (&

. For this reason, we also

Thttp://www. pinnaclespﬂn‘
Znttp://www.oddsportal \Gom/6dds “quality/
—
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Figure 7.1: Percentage return on investm‘tm':‘ forWetting strategies
— F
5 T T T I
4.35 Hl Strategy 1
4 . . HE Strategy 2
B( . HEl Strategy 3 I
< 3
&
5 .
~® 2
1
0

Logistic Regression  Log. Reg. (Interaction) N Common-Opponent

AN
\J o “m N
e shows the error on peth t and test segs for all els. As expected, the error
S on the ationget e models, since their hyperparameters
3 : anceé’on ing) i

t perf n the validation set, res SO erfitting. The

tion features.

i tfing @ppears to be the logistic regressi@n
1\ ower error on the validati e n e erformance on
Set is very similar to that of the 1 iy sio de erfitting is most likely
a result of the feature seleetiol pf@cess. PS 3 es were selected, based on the validation
ure s

set. With the di ce,
true ¢ @ bond ¢ mes

1s possible that some of these featlires have no
It is in @ nghtie at the error also increa omion:O nt model. §ince no op-
timisatio as conducted for the Common- d ing valida t, we would expect
e TO
ig

it to perform just as well emabo s of d f this model for matches played

4

U
@

0.66 ,

these tches

@ these in the years 2011-2012. Perha 1 al ng ever
Figure 7.2: Logiiic IOSWEM:S
- 1
T T

Hl Validation
H Test

in the years 201
(based o o1
more inc

ave simply been more difficylt t@f predict

0.64

0.6228

o
o
0

Logistic loss

o
o)
S

0.58

0.56

Logistic Regression  Log. Reg. (Interaction) ANN Common-Opponent

ighest ROI). Due
an dectéase t a machine learning tennis

NN

If we consider the te @ T igure[7.2] we see that for the ML nodgls} TOF sl ecreages

with increased compléXity. In other words, the ANN-base 1 Xp th pléx
: he lo e T theWhi )

to the immense number of traiaifigae § b1

predictor without a si t; . is sttggests that further improvement could be

achieved by an even gre odel’s complexity (e.g., by constructing additional relevant

features).

47

Download More Sports Betting Books at: www.bettingbooks.org



DOWNLOAD FULL VERSION HERE: https://bettingbooks.org/17

Machine Learning for the Prediction of Professional Tennis Matches Michal Sipko

7.2.2 Betting Volume W
A limitation of ROI as an eva FC i ign ce Off t ing volume for different models. A
m e
e

model that J 10 it and%has an ROI of 10% is clearly inferior to a model
matc and i tegies use a fixed-size

1 same ROIL. All ting) s
practice, this bet limit, can bgadju ac o the current size of a
. In this way, the ret revi at@he§ican be\ge-invested into (larger) bets
ure matches. A mgdel icti thafl r n larger or more frequent bets
1 i ore

n (¢
will provide e n high\;’Pn portant to also compage this aspect of the
od

Table 7.1: Betting volyaas

Return Net profit

1 29.59

6 27.39
7251 30.26
0.8 11.75

Ta 3
wh t
bet

@ ased ine learning place a signi anger mumber of bets

eg (the®most profitable strate . ple, the ANN
50% e 6315 matches we are cousideri i bénc rk bets omdless than 40%.

Furt is i u thel Al odel is used. The ML

models are considerabl 0 i g t Wi

bettin, ateg ode

lacing bets, despite using the same
Why : gponent model place fewer bets? Figuse reve at istributi
predic es for the Common-Opponent | has a migll iati
the distributions of the other models (0. S 0, ecti ). o ords, the stochastic
i o ma es.“The betting strategy only places
. e . ity

a bet if t %
b 3

atch is greater than the i

Clearly, e fewer such cases. It m e
systemati on-Opponent model (we have se r Wal
publicatio owever, even if the Common-O t

tegy is unaffected by the standard

dicted probability distributions for?f‘n,n‘er
_ R } ~
) ANN

1000 Logistic Regression Log. Reg. (Interaction Common-Opponent
T T T T T T T T T T T T

even when Strategy 1isuse
deviation of T

o = 0.2005 o = 0.2002 o =0.2029 o =0.1573
800

600

400

Number of matches

200

0
0 5 10 15 20 O 5 10 15 20 O 5 10 15 20 O 5 10 15 20
P(Player 1 win) P(Player 1 win) P(Player 1 win) P(Player 1 win)
b o
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7.2.3 Simulation ! EW
lea’ g

a e can simulate the evolution of a
o

To demonstrate the profitabi
bankroll (stasting 00) o e i e tBst set. At any point, wey fix the maximum size
of ‘ he curtént balkroll; thereby compoundi rofits from previous matches.
F T4 v e bankroll for each mon t iod. Bi Ithough the Common-
Q isgl 08s- im2 nd
o
t

ri S
adel 1s profitable in 2013, it i , 8 tes the simulation with
roll of £58.41, which is 1 n n hand, all ML-based approaches
Inp of

e ANN model, we
ease of 224% in the
example, May 2014
dictions, the profits
latility, it is not possible

i
e placed using predictions

make a signifige
051.550This

g a ] es to a stunning aver

[ 3 i tion also shows that the return: very volagi

2 e bankroll for all three M . ‘Given our ¢ i
onverge to exponential gai x 3 bu e tQit e
to guarantee a return in ort ?
avarage bankroll during the ye siOEWy 3)
) i
T T T T

1200 T T T
— Logistic Regression
Log. Reg. (Interaction)
ANN
1000 Common-Opponent
800
S
£
E
g 600
o
o0
@
g
<
400
200
I I I I I I I

0
Feb 2013 May 2013 Aug 2013 Nov 2013 Feb 2014 May 2014 Aug 2014 Nov 2014
Month

pU- WN
7.3 Tennis Insights EV\
: Dﬁkt B)ri 1 Matches
Our dataset was gend @ 1 \&n

three feature extraction techniques d
opponents, surface weighting and time discounting. The 0o i
model hyperparameter, for which the optimal galu®@ was t . D). ¥This value is
revealing of the effect of time ongpla e. For pl at a player participated

0
@ ayed this year (0.8 = 0.512).

e
in three years ago are h
We can fix the time di i t1 timal value and assess the performance of the model for
different configurations o other techniques. Figure[7.5]shows that the best results are achieved when
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both common opponents and surface weighting b rrel@ti e r, as we have done. When
no distinction is made between surf d are c ed ac alll past matches, the logistic
regression predictor has yvery n aki lo %. Interestingly, without common
opponents, splititingl bg/surfac (o} an Weighting by surface corgelation. However, when
mbir o opponents, splitti y surface perfor i most likely because it

: gs beihg available for co i ages. e, if a match is played

common opponents on this
ace. From these resultg, we c eavily dependent on the surface,

and a model i e sign cy Wwhen the surface is taken_into account.
: luation of feature extraction tein"uﬂgw:sion)
_ ==\
T T

Il ROI - Strategy 1
I ROI - Strategy 2
Hl ROI - Strategy 3 [

L L
c, s C,W C S w None

Feature extraction technique

—8 | | | |

-_— — -

— omin oKt V ‘
lit by Burface

ht by surface correlations EW

7.3.2 Relative Importance o re %E V \

As part of our i aj

e
with! machine learning, we hoped to get an insight, int
the relevance of spécting the weights assigned by logistic regressi iy
we see that the m portant feature is SERVEADV, the diffe in 1 ! a
on serve. In fact;"this is also the first feature to be chosen i ure on\using the a
con
htS4 el

e
f
selection algorithm. The importance of this featuze is u is n st portant
¢ n istic regression model
DIRECT, TIGUE, RETIRED and COMPLET,

hat the ACES feat h Ty hi i i
Tyes are ess i
3 ittle insight 1nto Whe ve importance of different
a sse the next section.
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7.4 Limitations \EW
7.4.1 Black K/Io REV
. o

dels Wse a single statistic abou h e ers in a tennis match
i n r§érve. Furthermore, the
dergto thématical formulas. For these
el. ©nthe other hand, our machine learning

reasons, it is possible erst

® ave 1 ox” na . The p estimates of the ML models @fe difficult to justify,
g icher model complexity. While the wei isfic Fegression model give
¢ ' e effects of different features, E ic n‘ i r models have to be

7.4.2 ion ‘ E >
ex eter Webb claims tha of the overa ey wageredion tennis matches
i in-play, i.e., during the _cours h he hasgic Is can predict the match
i in-play betting. Our ML models are not

outcome: the probabili
n is a result of the applicadi

0]

outcome probabilit tartin e,

currently ¢ i rediction acc o the progression of the chWecould attempt
to ch feature, but we doubt that thig g@uldicompete he structured
hie

7.4.3 Datg P RE

As mo the dataset, we will require multipleadat C n rmation of
interes t ¥1n the OnCourt database. It wi y b&hedess scrape\gomajinformation
from tenmis websites. This process is exror-p n b ial agh@unt ces must be invested
to monitor the accuracy andmgensistenicy of t a. t ic models only require basic statistics,
so the mﬁO uch sifpler.

3|http ://www.sportsprom om/guest_blog/peter_webb_why_tennis_is_big_business_for_bookmakers
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EVIE
poQ¥ | ‘; VIEW

Extensive rgsea e duct n of tennis matches. Duegto flle hierarchical
nat » is, t tennis prediction models b hains. In this
pro G ation of machine learnin, this le our proposed
ML & 1SS cantly outperform the n -Oft the-a chiastiel modelsy In%particular, the
model based on artificial neutal ner urn on\inves of 4.4% when betting on

work! @
6315 ATP matches in most deubhng the of the Common-Opponent medel during
the s erifd G‘K
We h ¢ ) ethod of extracting tennis tures o 1 data. By
finding r performance averages relative 0 o ents a welghting historical
matches by surface correlations and timie dis cients, we opfain feattres that more accurately
S.

S
model the differences in £ p perfo ce urthermore, we have constructed
@ 0 ects @f their form, such as fatigue accum revious

new feat epie

Two mod atién metrics were used throughout th j retu nvest logistic
loss. Although the ROI has a practicalgmeani a, st its\use duxi odel optimisation.
We find that model g high n well, and an error metric such as

matches.

o
logistic loss Us ( jonallyglour results show that a betting strategy based omgthe
Kelly criterioh i c¢ e than more basic strategies for both

Our method of weighting historical matches duringgfeat ractien a ur
relevant features could be used to refine ghe gXisting)si a odels. Morégenerally, our investigation
provides insights into MLaba i at are adros ariety of sports, many of which
have a similar . 1€ g odel Sports without a highly-structured scoring syste
which is a neces: i oaehes based on Markov chains. Also, the pro el
easily be extend a onal features, and may be altered to predicte@the t
(e.g., number of es in the match).

o poteéntially lucrative

acing system, with a neural

Due the profitability of the proposed mod the

financial opportunities. It is pediffi@ultte ion a fully-aut

network at its core. 3 cademic nature, it’s practical applicability i or]
betting is a powerfu SS.
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8.2 Future Work \‘ E W
8.2.1 Additi Fea? RE
s we gonstructed — such as play ne tage on serve and pre-
i ere shown to be influential i digtio ateddBy Olir models. Professional
ggest additional factor ivation a e®ias.” Also, all of our features
‘ of t ateh. Fo

»n

represent qualities of ghe ditions m r example, the weather conditions
style. Adding match-spegificffeatures may further

(temperature gw favour
u @ E

2.2 Women’s Tennis EV \

imi 6 vestigation toPATP matches, due toa g ailability of betting odds

i aset» Nonetheless, all our code ig.gen to odate predictions

Abmat “SHowever, as different feat a rel fo en, supportilg women’s tennis
quire re-calibrating and r —evahPt hl ar madell

3.3 @ @\&ms

(
We our efforts on two machine ticlre ign and artificial neural
networks. Other approaches may#iprodu In pagficula?, support vector machines
(SVMs) often kL . y than ¥at the expense of longer training times (see
Sectionp2%, 4) A s theylare a natural extension of lo si therefore
likely w a portant to

isti
g features, but SVMs are certaindy w ing

note th @ require a calibration step to predietggodd probabilities this iSmot Wecessary for
logistic ¥e€gression or neural networks B i néetwor model dependencies
between different variable; 1 sed to ct es!
8.2.4 @D i \ﬁW

] (o} Enis match pred n can be more ac-

ima

S
As demonstrated by Madurska
el t erformance over the course of the
g plalrdiff ‘ i tch in different ways. Although the On@ourt
Atigtics ) these are partially available online (flaghs@¥%e,. com).fThe
i : d be adapted to predict the outcome et, bal dEe &he
preceding setSHis would allow for different values of fea o be use hefpr ictioN ditférent
sets (e.g., a different in-match fatigue score) P
8.2.5 Hyb
Each model perf ifferently under different conditions. Machine ing could be
build a hybrid model, combining the output of many m I e ti r mmode
could be separate features, and the model coudd € train andithe stremgths weaknesses of
each. For example, the predictions offotrn ould b bi i ommon-Opponent model,
using the characteriB @ i relative influence of the two predictions.EW
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T T
— Training set error

—— Validation set error

0.16
0.15

2
R%.14

0.13

0.10 1 : ;
0 20 40 60 80 100 120 140

Training epoch

vy =
We traifing aMets at each training
1
re

A usingithe final hyperparameter configuration.
} : no 1mprovement in the validation set error for
con 8, in this case, 140 total epochs were necessary. ice that
the on the two sets move more or less in tandem t glbetweenit
does not increase as training progresses. This e la mount

s overfitting he €ffect

a;
training data, and also due to regulariSation (
of regularisation Iso € se en epoc 0 a the training set
error sli or| i @ i f weighits, while the error on the validation
set imp E
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n ent across diﬁerwk‘c},evels
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ROI (%)
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Logistic regression
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2 Logistic regression with interaction features
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Buckets of matches, sorted by uncertainty (bucket 1 contains least uncertain matches)

-
The diagram shoy SToen eturn o esWhrent‘groups of
matcheggi 1 T by uncertainty. Note that we only evalu-
ate the de 3 héit performance on the most certain 50% e
C nt fmodel
P
1d

matches parent columns). Also, the Commo

assigns ainty 1n a different manner (using only th ertof com
nents), so a match present in some bucket s the n il odel
present in another bucket in Oew
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the different models.
juStification.

li ur results, we include
ons on hyperparameter o

BU

Parameter

Regularisation

ERVEADV, ACES _W2SP, RETIRED,
ACES, TPW_FATIGUE, WRP_NA S UE

Value
Learning rate

0
n
0.00
Weight decay .002
Momentum 0.55
Stopping criteria o improvement in 10 epochs
Features 1I¥fea s in Table except for POINTS and RANK

58

P, T ARS,
) R P7 — —_
Features K Al PW_UE, BP_UE, BP_A2S,
NA® S

Parameter

Hidden neurons
Learning process

Download More Sports Betting Books at: www.bettingbooks.org



	Introduction
	Background
	The Game of Tennis
	The Tennis Dataset
	Tennis Betting
	Betting Odds and Implied Probability
	Betting Strategies

	Statistical Models
	Markov Models
	Hierarchical Expressions
	Estimating Serve Winning Probabilities
	Current State-of-the-Art

	Machine Learning Models
	Machine Learning in Tennis
	Logistic Regression
	Artificial Neural Networks
	Support Vector Machines
	Machine Learning Challenges


	Feature Extraction
	Tennis Match Representation
	Match Outcome Representation
	Symmetric Match Feature Representation

	Historical Averaging
	Common Opponents
	Time Discounting
	Surface Weighting

	Uncertainty
	Uncertainty For Simple Averaging
	Uncertainty For Common Opponents 

	New Feature Construction
	Combining Statistics
	Modelling Fatigue
	Modelling Injury
	Head-to-head Balance

	Data Preparation
	Data Cleansing
	Feature Scaling

	Summary of Features

	Logistic Regression Model
	Dataset Division
	Evaluation Metrics
	Model Symmetry
	Feature Selection
	Ignoring Rank Information
	Feature Selection Algorithms
	Results

	Hyperparameter Optimisation
	Optimisation Approach
	Noise Removal
	Time Discount Factor
	Regularisation Parameter


	Higher Order Models
	Bias and Variance
	Logistic Regression with Interaction Features
	Constuction of Interaction Features
	Model Optimisation

	Artificial Neural Network
	Network structure
	Model optimisation


	Implementation Overview
	Data Flow
	Technologies
	Efficiency

	Evaluation
	Evaluation Method
	Results
	ROI and Logistic Loss
	Betting Volume
	Simulation

	Tennis Insights
	Relative Importance of Different Historical Matches
	Relative Importance of Different Features

	Limitations
	Black Box Models
	In-play Prediction
	Data Collection


	Conclusion
	Innovation
	Future Work
	Additional Features
	Women's Tennis
	Other ML Algorithms
	Set-by-Set Analysis
	Hybrid Model


	Appendices
	Additional Figures
	Model Parameter Summary



